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Abstract: As a sustainable energy source, solar energy is used in many applications. A greenhouse
type dryer, which is a food drying system, directly benefits from solar energy. Convective heat
transfer coefficient (hc) is an important parameter in food drying systems, in terms of system design
and performance. Many parameters and equations are used to determine hc. However, as it is
difficult to manually process and analyze large amounts of data and different formulations, machine
learning algorithms are preferred. In this study, natural and forced convective solar greenhouse type
dryers were designed. In a solar greenhouse type dryer, grape is dried in natural (GDNC) and forced
convection (GDFC). For convective heat transfer coefficient (hc), predictive models were created using
a multilayer perceptron (MLP)—which has many uses in drying applications, as mentioned in the
literature—and decision tree (DT), which has not been used before in food drying applications. The
machine learning algorithms and results of the estimated models are compared in this study. Error
analyses were performed to determine the accuracy rates of the obtained models. As a result, the
hc value of the dried grape product in a natural convective solar greenhouse type dryer was 11.3%
higher than that of the forced type. The DT algorithm was found to be a more successful model than
the MLP algorithm in estimating hc values in HDFC according to Root Mean Square Error. (RMSE =

0.0903). On the contrary, the MLP algorithm was more successful than the DT algorithm in estimating
hc values in GDNC (RMSE = 0.0815).

Keywords: solar greenhouse dryer; heat transfer coefficient; machine learning algorithms; decision
tree; multilayer perceptron

1. Introduction

The short wavelengths emitted by the sun’s radiant energy are absorbed through permeable air
and reflect on the earth’s surface as infrared radiation. These rays are then absorbed by atmospheric
gases, such as carbon dioxide, methane, nitrous oxide, and water vapor. Infrared rays that are held by
atmospheric gases increase the temperature of the earth’s surface, an event known as the greenhouse
effect [1–3].

The use of solar energy, a renewable energy source, has great potential and plays a central
role in ensuring and increasing sustainability, which, in turn, is the key to making current energy
scenarios more environmentally friendly for future generations. Thus, systems that use solar energy,
such as greenhouses, are gaining importance [4–8]. Greenhouse systems are closed structures with a
transparent cover that enable short wavelengths of solar radiation to pass through. These systems
offer microclimate conditions by keeping the infrared rays in the environment [9–11]. A greenhouse
dryer reduces drying time by controlling temperature and relative humidity. Due to this advantage,
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it is a suitable option for drying applications [12,13]. The location, shape, size, and design of the
greenhouse is of great importance when building a system specific to the product to be dried [2,13,14].
This process includes heat and mass transfer events. Heat energy is provided in two steps: The first is
sensible heat, which occurs when the product’s temperature increases. The second is the formation of
latent heat from the product, vaporized by moisture [7,15]. One of the most widely used classification
methods for thermal modelling of greenhouse drying systems is the air circulation method in the drying
chamber [11,16]. These systems are classified in two different ways, prior to air circulation: The first is
natural convection greenhouse dryers, in which solar radiation passes through the transparent cover
to heat the product and increase its temperature. Heat transfer in natural convection greenhouses is
based on the principle of thermophysical effects [17–19]. The second greenhouse is a forced convection
greenhouse dryer, which allows humid air to be removed from the product in the greenhouse using a
fan or a blower. Optimum air flow can be provided with the help of a fan used in forced convection
greenhouse drying systems [20–22].

There are many modelling studies in the literature for greenhouse dryers. Kumar and Tiwari [23]
dried jaggery in a natural convection greenhouse drying system and modelled the system thermally.
With the created model, they tried to estimate the temperature of the dried product, air temperature of
the greenhouse, amount of vaporized moisture, and thermal performance of the greenhouse depending
on the intensity of the radiation and the ambient temperature; and validated the results obtained
with the experimental results. They found that the obtained model offered good results. Prakash and
Kumar [24] created an Adaptive Neural Fuzzy Inference System (ANFIS) model, which is a neural
fuzzy system, to estimate product temperature, greenhouse air temperature, and amount of vaporized
moisture during the drying of the same product in a natural convection greenhouse drying system. In
order to ascertain the suitability of the model, they obtained its validity and observed that the ANFIS
model predicted different drying parameters for the experimentally dried jaggery product. Condori
and Saravia [22] carried out an analytical study on the moisture ratio of red pepper dried in greenhouse
dryers with two different types of forced convections. The simulation tests showed that the use of a
double drying chamber for red pepper increased drying efficiency by almost 90%. Jain and Jain [25]
provided a transient analytical model for a dryer. As a result of their study, the humidity in the air and
the drying rate of the product increased with increase in depth of the dryer bed. Bala et al. [26] studied
a solar-assisted tunnel dryer for pineapple slices in Bangladesh’s climate conditions. The researchers
found that the pineapple slices dried with the designed solar tunnel type dryer were protected from
external factors, such as rain, insects, and dust, and thus, dried products of a higher quality were
obtained, as compared to those dried under the sun.

Drying is a heat-based and mass transfer process. Therefore, in order to determine the optimum
drying air conditions in the design of drying systems, a drying rate should be modeled. While designing
drying systems, the convective heat transfer coefficient value (hc) has a significant effect on the drying
rate, due to the temperature difference between the product and air. Therefore, the effect of convective
heat transfer coefficient value on the simulation of drying rate is quite important [27]. Akpinar [28]
examined the variation of convective heat transfer coefficient prior to different air velocities and
temperatures using a variety of products in a convective dryer. It was observed that there was an
increase in the convective heat transfer coefficient with the rise of drying air velocity. However, it was
also observed that there was no similar increase in the convective heat transfer coefficient with the
increase of drying air temperature. Akpinar [29] used data obtained from open sun-drying experiments
to determine the convective heat transfer coefficient values of food products. At the end of this study,
C and n constants were calculated in terms of experimental data of eight different products. The
researcher then obtained hc values for eight different products and stated that these values varied
from 1.136 to 11.323 W/m2◦C. Goyal and Tiwari [30] carried out a heat and mass transfer in a drying
system. They estimated convective heat transfer coefficient values using simple and multiple regression
techniques, and established a relationship between heat and mass transfer using the C, m, and n values
of the dried products.
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Several predictive models have been developed in the literature for estimating the convective
heat transfer coefficient [31]. Artificial neural networks are frequently used in the creation of these
models [32–35]. Another classification and estimated model method using regression is decision
trees [36]. Decision trees are not a single formula covering all data. They are local models. In the
case of data with a lot of features, it is very hard to correctly fit data into a single model. Decision
trees divide a dataset into two or more subsets until they reach the stop criterion [37]. Alonso et al.
performed a study on the estimation of the environmental and agricultural impacts of sewage sludge
on fertilization using decision trees. The results proved that decision trees interpret predictions for
complex data in medium and long periods of agricultural experience [37].

In this study, natural (GDNC) and forced (GDFC) convection coefficients of the drying of grape
grains in a greenhouse dryer were experimentally determined. Then, the experimentally calculated hc

values were estimated to be of high accuracy using different types of machine algorithms. In order
to estimate hc values, machine algorithms such as Multilayer Perceptron (MLP) and Decision Tree
(DT) were used. In literature, the use of an MLP model to estimate other drying kinetics is available.
However, the use of MLP and DT models to estimate convective heat transfer coefficients obtained
experimentally from food drying processes has not been found in open literature. Therefore, our study,
which is based on the modeling of a convective heat transfer coefficient with DT and MLP in drying
systems, is expected to be a case study for many researchers.

2. Materials and Methods

In this study, heat transfer coefficients were calculated for grapes at different types of greenhouse
solar dryers. For predicted heat transfer coefficients, a predictive model was developed by using DT
and MLP.

2.1. Experimental Setup

A greenhouse type dryer was designed and manufactured for the drying of grapes in Elazığ
province, Turkey. The dryer was built on a concrete floor and covered with a nylon sheet. For sizing,
the dimensions of a greenhouse dryer manufactured before us were used [23,38]. The greenhouse type
dryer was made of 1.20 × 0.78 m2 area with a roof scaffold and transparent plastic material. The length
of the center and the walls are approximately 0.60 m and 0.40 m, respectively. The experiments were
carried out in a greenhouse for forced convection (GDFC) and a greenhouse for natural convection
drying (GDNC). An air gap of 0.0722 m2 was formed on the roof of the GDNC. Thus, the moisture in
the product was removed by the thermophysical effects caused by the air gap. In the forced drying
process, a fan with air speed of 2.4 m/s was mounted on the side wall to remove moisture from the
product. The air gap was closed for forced drying. Grape was selected as the product to be dried. The
long drying duration for grape under the sun is mentioned in the literature [39]. However, a huge
amount of data is required when modeling with the help of a machine-learning algorithm. The reason
for this is because the model has a lower error rate, owing to the increasing number of data. Grapes
were selected due to the long time it takes to dry. Thus, more data were obtained and a more successful
model was formed.

Air was allowed to enter the greenhouse from the side of the drying chamber and the products
were paced on a mesh tray. During the experiments, the greenhouse was positioned in the East-West
direction in order to ensure distribution of radiation [6,11,26]. Figure 1 shows the sections of the
greenhouse solar dryer designed for drying in GDFC and GDNC. Figure 2 shows a diagram of the
drying process. In addition, the devices used for measurement and error values are given in Table 1.
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Figure 2. Schematic representation of the drying process.

Table 1. Devices used in measurements and error values.

Measurement Parameter Brand Accuracy

Temperature 20 Channels Elimko 6400 0.1 ◦C
Air Velocity LUTRON 4201 0.4–30 m/s ±2%

Relative humidity EXTECH 444,731 Thermo-hygrometer ±1%
Weight BEL (maks 2000 gr) 0.01 gr

Radiation Kipp-Zonen pyranometer and CC12 model digital
solar integrator ±0.1 Wm−2
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The uncertainty value of the measurements taken in the experiment set was based on a method
by Kline and McClintock (Equation (1)) [40,41]. In Equation (2), x represents uncertainty properties
and W represents uncertainty value. In this study, the uncertainty analysis calculated for various
measurements is shown in Table 2:

Wx =
[
(x1)

2 + (x2)
2 + (x3)

2 + · · ·+ (x∞)
2
]1/2

(1)

Table 2. Uncertainty analysis results.

Parameters Uncertainty Value (%)

Uncertainty in surface temperature measurements ±0.583
Uncertainty in greenhouse air temperature measurements ±0.386

Uncertainty in humidity measurements ±0.1
Uncertainty in solar radiation measurements ±0.506

Uncertainty in weight measurements ±0.5
Uncertainty in air velocity measurements ±0.14

2.2. Calculation Procedure

The convective heat transfer coefficient (hc) is determined by Nusselt number [42,43]:

hc =
Nu·Kv

X
(2)

where, hc is convective heat transfer coefficient (W/m2◦C), Kv is thermal conductivity for humid
air (W/m◦C), X is characteristic dimension (m). Convective heat transfer coefficient for natural
convection [42,43]:

hc =
Kv

X
·C·(Gr·Pr)n (3)

for forced convection:
hc =

Kv

X
·C·(Re·Pr)n (4)

calculated using parameters. Where, C and n are constants, Gr is Grashof number, Pr is Prandtl number,
Re is Reynolds number.

The amount of heat required to vaporize moisture is calculated by Equation (5) [38,42,43]:

.
Qe = 0.016·hc·[P(Tc) − γP(Te)] (5)

where,
.

Qe is the amount of heat required to vaporize moisture (J/m2s), P(T) is partial vapour pressure
for any temperature value (N/m2). If the value of hc in Equations (3) and (4) is written in Equation (5),
Equations (6) and (7) are obtained [38,42,43]:

.
Qe = 0.016·

Kv

X
·C·(Gr·Pr)n

·[P(Tc) − γP(Te)] (6)

.
Qe = 0.016·

Kv

X
·C·(Re·Pr)n

·[P(Tc) − γP(Te)] (7)

Vaporized moisture content is determined by multiplying the amount of heat required for the
evaporation of moisture by the time intervals (t) and the tray area (At), then divided by the latent heat
of evaporation (λ) [38,42,43]:

mev =

.
Qe
λ
·At·t = 0.016·

Kv

X·λ
·C·(Gr·Pr)n

·[P(Tc) − γP(Te)]·At·t (8)
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mev =

.
Qe
λ
·At·t = 0.016·

Kv

X·λ
·C·(Re·Pr)n

·[P(Tc) − γP(Te)]·At·t (9)

where, mev is the amount of moisture vaporized (kg). The amount of moisture vaporized (mev) is equal
to a constant value, such as Z [38,42,43]:

0.016·
Kv

X·λ
·[P(Tc) − γP(Te)]·At·t = Z (10)

In this case, for natural convection:

mev

Z
= C·(Gr·Pr)n (11)

and for forced convection,
mev

Z
= C·(Re·Pr)n (12)

Equations (6) and (7) can be arranged [38,42,43].
If the logarithm of both sides in Equations (11) and (12) is taken, Equations (13) and (14) are

obtained [38,42,43]:

ln
[mev

Z

]
= ln C + n ln(GrPr) (13)

ln
[mev

Z

]
= ln C + n ln(RePr) (14)

Equations (13) and (14) are similar to the equation of a straight line, as given below (Equation (15)):

Y = b1·X + b0 (15)

Here, X and Y are expressed in Equations (16) and (17):

Y = ln
[ .

mev

Z

]
, b1 = n, X = ln(GrPr), b0 = ln C (16)

Y = ln
[ .

mev

Z

]
, b1 = n, X = ln(RePr), b0 = ln C (17)

Thus, C is expressed as Equation (18):

C = eb0 (18)

The convective heat transfer coefficient (hc) is determined by Nusselt number, which is expressed
in terms of Grashof and Prandtl numbers for natural convection and in Reynolds and Prandtl numbers
for forced convection. C and n constants, by means of determination of heat transfer coefficient values
(hc), are calculated through linear regression analysis from measured experimental data (product and
ambient air temperature, ambient relative humidity and evaporated moisture content values). Then, it
is possible to estimate hc values by obtaining constants C and n.

Different physical properties, density (ρv), thermal conductivity (Kv), specific heat (Cv), viscosity
(µv), and vapor pressure (P) of the moist air are calculated using the following relations [38,42,43]:

ρv =
353.44

(Ti + 273.15)
(19)

Kv = 0.0244 + 0.6773× 10−4Ti (20)

Cv = 999.2 + 0.1434Ti + 1.101× 10−4Ti
2
− 6.7581× 10−8Ti

3 (21)

µv = 1.718× 10−5 + 4.620× 10−8Ti (22)
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P(T) = exp
[
25.317−

5144
(Ti + 273.15)

]
(23)

For the physical properties of moist air, Ti is taken as the average of ambient temperature (Te) and
the center surface temperature (Tc) of the product [38,42,43]:

Ti =
(Tc + Te)

2
(24)

Reynolds number (Re), Prandtl number (Pr), and Grashof number (Gr) are obtained by using
different physical properties of moist air.

2.3. Machine Learning Algorithms

In recent years, machine learning methods (computational intelligence) have become very popular
for different applications. Machine learning is the general name for computer algorithms that can learn
structurally and make meaningful predictions on data. These algorithms mainly work by creating
models from sample data [44]. Machine learning algorithms are divided into two groups: supervised
learning and unsupervised learning. In this study, MLP and DT algorithms, which are machine
learning algorithms, are used to estimate the convective heat transfer coefficient. The input and output
parameters used in machine estimation algorithms for generating predictive models are given in
Table 3.

Table 3. Input and Output Parameters Used in Estimation Methods.

Input Parameters of Predictive Models

Unit Min Max

Drying time (Min) Minute 0 1470
Ambient Temperature (Te) ◦C 28.5 48.7
Product Temperature (Tc) ◦C 23.3 54.4

Evaporated Moisture (mev) kg 0.0001 0.009
Relative Humidity (γ) % 5.1 52.2
Reynolds Number (Re) 7382 8023
Prandtl Number (Pr) 0.705 0.706

Radiation (I) W/m2 296 1015

Output Parameters of Predictive Models

Unit Min Max

Convective Heat Trans. Coeff. (hc) W/m2◦C 0.7703 3.016

2.3.1. Multilayer Perceptron (MLP)

The concept of artificial intelligence is a result of long-term studies on computer models of the
human brain. The artificial neural network (ANN) technique was subsequently created, and has
widespread use due to its reliable results and active role in solving nonlinear problems. In 1960,
Widrow and Hoff conducted the first work on a multi-layered structure [45,46]. In ANN, the neurons
within one layer do not have a relationship with each other, and transfer information to the next
layer or subsequent output in the system. The neurons in two successive layers affect each other with
various activation values and perform a transfer that determines the learning level of the model. As
the number of layers grows, the learning performance increases. The hidden layer numbers in MLP
were randomly selected and the network structure was created according to the selected layers [47].

MLP is an ANN made up of multiple neuronal layers in a feed-through architecture. A multi-layer
sensor consists of three or more layers: one input, one output, and one or more hidden layers [48,49].

In the MLP algorithm, the network structure is modeled with 8 inputs and 1 output. Drying
time (t), ambient temperature (Te), product temperature (Tc), amount of evaporating moisture (mev),
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relative humidity (γ), Grashof Number (Gr), Prandtl Number (Pr), and Radiation (I) values are the
parameters used as input data. Convective heat transfer coefficient (hc) is the parameter used as output
data. In the network structure, there are 8 neuronal input layers—4 neurons in the secret layer, and 1
neuron in the output layer (Figure 3). MATLAB 2018b software was used to model convective heat
transfer coefficient values with MLP. There are 768 input and 96 output data in the information set. Of
these, 610 were used in the training process. The parameters and structure of the MLP model used for
estimating the coefficient of heat transfer coefficients are shown in Table 4.
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Table 4. MLP structure and parameters.

Hidden Layer Number 1

Neurons 8-4-1
Weight Values Random

Activation Function Tansig
Transfer Function Tangent Sigmoid Transfer
Learning Function Feed-Forward Backpropagation

2.3.2. Decision Tree (DT)

Decision tree is a classification and pattern identification algorithm that has been widely used
in the literature in recent years. The most important reason for the widespread use of this method is
that the rules used to form the tree structures are understandable and simple [41]. The basic structure
of a decision tree consists of three parts: nodes, branches, and leaves. In this tree, each attribute (air
velocity, temperature, etc.) is represented by a node. Branches and leaves are other elements of the tree
structure. The last part of the tree and the upper part of the tree are called roots. The parts between
the roots and leaves are expressed as branches [50]. In other words, a tree structure has a root node
containing data, internal nodes (branches), and end nodes (leaves). The basic principle in constructing
a decision tree structure by using the attribute information of the training data can be expressed as
a series of questions about the data and concluding in the shortest time by acting on the answers
obtained. In this way, the decision tree collects the answers to the questions and creates decision rules.
The root node, which is the first node of the tree, begins to ask questions for the classification of the
data and the structure of the tree, and this process continues until nodes or leaves without branches
are found [51–55]. In this study, WEKA software was used for DT model.

Mean Square Error (MAE), Root Mean Square Error (RMSE), and Relative Absolute Error (RAE)
accuracy criteria are used to determine the predictor of experimentally obtained convective heat
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transfer coefficient (hc) data with DT and MLP. The equations of these accuracy criteria are given in
Equations (25)–(27) [31]:

MAE =
|P1 − A1|+ · · ·+ |Pn − An|

n
(25)

RMSE =

√
(P1 −A1)

2 + · · ·+ (Pn −An)
2

n
(26)

RAE =
|P1 − A1|+ · · ·+ |P1 − A1|

|A1 − A′|+ · · ·+ |A1 − A′|
(27)

where, P is predicted value, A is actual value, n is total value, A′ is total estimated value.

3. Results and Discussion

In this study, the product (grape) was dried using natural and forced convection processes in
a solar greenhouse dryer. Convective heat transfer coefficient values, which have been paid great
attention to in the literature, were calculated for the data obtained from the experiments and especially
for designing of the drying systems. Parameters (such as climatic conditions in the greenhouse, product
temperature, and the amount of moisture evaporated from the product) used to determine the hc

values are directly affected by radiation in the greenhouse type dryers. In Figure 4, changes in the
radiation values of the days of drying in natural (GDNC) and forced (GDFC) convection were given
during the drying process. During the drying period, it was observed that the irradiation values in the
grape-drying process with GDNC were higher than the radiation values in the grape-drying process
with GDFC.
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The convective heat transfer coefficient was determined by using the values obtained from the
experimental data and the grape dried by different drying processes. Three-day convective heat
transfer coefficients of GDNC- and GDFC-dried grape are given in Figure 5. When the graphs were
analyzed, it was observed that convective heat transfer coefficient values obtained with GDNC are
more volatile than the convective heat transfer coefficients obtained by GDFC. Both drying systems
and grape drying showed a day-by-day decrease in hc values. The highest convective heat transfer
coefficient values were obtained with GDNC on the first day. In GDNC and GDFC, grape drying hc

values changed during the drying period: 0.77032–1.89053 W/m2◦C and 0.80668–1.34593 W/m2◦C,
respectively. C and n values in grape drying with GDNC were obtained as 1.65168 and 0.070596,
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0.66994 and 0.11680, and 1.10818 and 0.06444 for the first day, second day, and third day respectively. C
and n values in grape drying with GDFC were obtained as 1.00479 and 0.11322, 1.00767 and 0.09376,
and 0.99128 and 0.05773 for the first day, second day, and third day, respectively. The reasons for the
higher hc values of grapes dried by GDNC can be interpreted as the climatic conditions of the outdoor
environment and the predominance of the thermophysical effects caused by natural circulation.Sustainability 2019, 11, x FOR PEER REVIEW 10 of 16 
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Figure 6 shows the tree structure used by the decision tree algorithm to estimate hc values.
In Figure 6, the heat transfer coefficient was estimated according to the rules in the tree branches,
depending on the values of Gr, Te and Tc in the decision tree. In Figure 6, the Grashof number (Gr)
parameter forms the root part of the tree, Te and Tc form the inner root, and LM1-7 forms the leaves.
The DT algorithm continues to apply rules until the data is separated by the decisions in the branches
and reaches the LM values. DT algorithm sets the rules and roots randomly.

Figure 7 shows the tree structure used by the decision tree algorithm to estimate hc values. In
Figure 7, the heat transfer coefficient was estimated according to the rules in the branches of trees
depending on the values of Tc, Te,
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Different estimators were used with the calculated data, in an effort to secure results with faster
and higher accuracy. MLP and DT methods were used as predictors. The variation of the convective
heat transfer coefficient values obtained by three-day experimental (actual) and predictive methods by
GDNC and GDFC is shown in Figures 8 and 9, respectively.

In Figures 8 and 9, the predictive hc values obtained by the machine algorithms with the hc values
calculated by experimental data are close. The hc values obtained by two different estimators, DT and
MLP, were estimated. Statistical analysis parameters, root mean squared error (RMSE), and relative
absolute error (RAE) values were calculated (Table 5).

Table 5. Error rates for DT and MLP predicts.

Drying Method Predictor MAE RMSE RAE

GDNC
DT 0.0903 0.1286 0.27

MLP 0.0990 0.1438 0.29

GDFC
DT 0.0909 0.1098 0.34

MLP 0.0815 0.1088 0.32
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Many researchers have obtained the heat transfer coefficient for different applications by means
of different estimators. They have considered statistical error rates according to the convective heat
transfer coefficients obtained experimentally for the accuracy of the estimators they use. When the
results in the literature were examined, it was observed that the error analysis results obtained in the
study are consistent (Table 6).
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Table 6. Heat transfer coefficient values and error analysis results obtained using different estimators
for different applications in the literature.

Predicted Parameter System Total Data Model Result Reference

Thermal Efficiency Medium-temperature
point-focus solar collector 72 ANN RMSE = 0.4495 [51]

Solar Radiation The meteorological data 288 MLP
RBF

RMSEMLP = 0.351
RMSERBF = 0.401 [52]

Thermal Efficiency Solar still 720 ANN RMSE = 1.147 [54]

Heat flux Pool boiling 1400 DT
MLP

RMSEDT = 4.2
RMSEMLP = 4.6 [50]

Viscosity
CuO, pure water, ethanol and

ethylene glycol-based
nanofluids

1620 DT
MLP

RMSEDT = 0.14
RMSEMLP = 0.07 [53]

Convective heat transfer
coefficient Air heated solar collector dryer 600 SVM RMSE = 0.335 [31]

4. Conclusions

The convective heat transfer coefficient is an important parameter in terms of drying speed and
drying kinetics, because the temperature difference in air and product varies with it. In this study,
natural and forced convection solar greenhouse dryers were designed. Grape was the product to be
dried and its convective heat transfer coefficients were calculated.

• The average heat transfer coefficient values of the grapes dried by GDNC and GDFC were obtained
as 1.24 W/m2◦C and 1.10 W/m2◦C, respectively. The convective heat transfer coefficient value
of the grape dried by forced convection decreased by 11.3% compared to the convective heat
transfer coefficient of the grape dried by natural convection. The average values in the two drying
processes were not largely different, the reasons for which could be the outer transparent cover
material of the greenhouse, climatic conditions, thermophysical properties of the product, and
porosity structure.

• Within the scope of this study, it was observed that a higher convective heat transfer coefficient
value (hc) was obtained with a ventilation chimney, which was formed for the realization of
natural convection (GDNC) in the greenhouse without any energy consumption. On doing so,
the product was protected from the harmful effects of an outdoor environment, and good heat
transfer is achieved for the drying process.

• The predictive models for estimating convective heat transfer coefficient (hc) were obtained by using
computational intelligence algorithms, which is important in terms of the use of computational
intelligence methods in solar greenhouse drying systems. MAE, RMSE, and RAE error analyses
were performed to determine the accuracy of the obtained models. According to the results of the
error analysis, the DT algorithm in GDNC was approximately 10% more accurate than MLP. In
the GNFC, the MLP algorithm was approximately 10% more accurately than the DT.

• In addition, although the other input parameters were the same, except the Reynolds and Grashof
numbers parameters, the decision tree structures were formed differently for both drying systems.
It was observed that these parameters have different values and therefore their effect on convective
heat transfer coefficient values are different, and the decision tree structures are different.

• The values of experimental and predictive convective heat transfer coefficients are very close. In
different drying systems, different products can be dried, more data obtained, and more successful
prediction models created by using different computational intelligence methods.

• It was observed that the coefficient can be used in the DT and MLP models to estimate hc values,
which are of great importance in designing drying cabinets.

Author Contributions: K.N.Ç. supervised all aspects of the research. K.N.Ç. and M.D. developed the
computational intelligence methods and wrote the paper.
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Nomenclature

At Area of tray, (m2)
C Constant
Cv Specific heat of humid air, (J/kg◦C)
hc Convective heat transfer coefficient, (W/m2◦C)
Gr Grashof number, (Gr = βgX3ρ∆T/µ2)
Kv Thermal conductivity of humid air, (W/m◦C)
mev Moisture evaporated, (kg)
n Constant
Nu Nusselt number, (Nu = hcX/Kv)
Pr Prandtl number, (Pr = ρvCv/Kv)
P(T) Partial vapour pressure at temperature T, (N/m2)

.
Qe Rate of heat utilized to evaporate moisture, (J/m2s)
Re Reynolds number, (Re = ρvvd/ µv)
t Time, (min)
Tc Product temperature, (◦C)
Te Exit air temperature, (◦C)
Tc Average product temperature, (◦C)
Te Average exit air temperature, (◦C)
Ti Average of product and humid air temperature, (◦C)
X Characteristic dimension, (m)
Z Constant
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